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Problem Setting

Problem: Random exploration is very inefficient in discovering 

cooperation in multi-agent reinforcement learning (MARL)
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Twitter: @LukasSchaefer96

Summary and Contributions

Independent Exploration Cooperative Exploration

Question: How to focus exploration on states that require coordination?

Idea: Rewards in cooperative states vary depending on the 

actions of other agents → Use variability of value estimates to 

focus exploration on cooperative states and actions

Ensemble Value Functions for Multi-Agent Exploration (EMAX)

1. Disagreement of value estimates across the ensemble to 

guide exploration towards cooperative states

2. Average value estimates as robust target values

Plug-and-play extension for value-based MARL algorithms. 

Across 21 tasks, EMAX improves the final evaluation returns of 

IDQN, VDN, and QMIX by 53%, 36%, and 498%, respectively.

Ensemble Value Functions for Multi-Agent Exploration

Example: Tabular Ensemble Exploration Evaluation

Agent 𝑖 trains ensemble of 𝑲 value functions 𝑸𝒊
𝒌

𝒌=𝟏

𝑲

Exploration policy: 𝜋𝑖
𝑒𝑥𝑝𝑙

ℎ𝑖 ∈ argmax
𝑎

𝑄𝑖
𝑚𝑒𝑎𝑛 ℎ𝑖 , 𝑎 + 𝛽𝑄𝑖

𝑠𝑡𝑑(ℎ𝑖 , 𝑎)

Evaluation policy: majority vote of greedy actions across the ensemble

Independent target computation: 𝑟 + 𝛾 max
𝑎𝑖
′
𝑄𝑖
𝑚𝑒𝑎𝑛(ℎ𝑖

′, , 𝑎𝑖
′)

Value decomposition: Aggregate 𝑘th value function of all agents to 

joint state-action value estimate 𝑄𝑡𝑜𝑡
𝑘 and target values with the 

aggregation of 𝑄1
𝑚𝑒𝑎𝑛 ℎ1

′ , 𝑎1
′ , … , 𝑄𝑁

𝑚𝑒𝑎𝑛(ℎ𝑁
′ , 𝑎𝑁

′ )

Value Estimates Target Estimates

Climbing game: single-stage two-player 

common-reward matrix game

LBF

Analysis

BPUSH RWARE MPE

LBF: 8 tasks BPUSH: 4 tasks

RWARE: 6 tasks MPE: 3 tasks

Aggregated across all 21 tasks

Stability of gradients: ∇𝑡
′= ∇𝑡+1 − |∇𝑡|

𝐶𝑉𝑎𝑅 ∇′ = 𝔼 ∇′ ∇′ ≥ 𝑉𝑎𝑅95%(∇
′)

Training time for 10,000 training steps:

See paper for 
more details!
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